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Amuse-bouche 

Executive Summary   In response to the accelerating potential of artifici-
al intelligence (AI) to transform our lives, various governments,  
multilateral bodies, and other organizations have produced high- 
level  principles and guidelines for the ethical use of AI in recent  
years. Despite the staggering number of such documents (over 
90 by October 2019), there appears to be a relatively high degree 
of convergence on the level of principles. «Inclusiveness» is one of 
just a handful of principles that most actors seem to agree upon. 
However, a closer look reveals that the principle is interpreted very 
differently in terms of the domain, scope and actors it pertains to. 
As the global community now works on transitioning from princi-
ple to practice, there is a clear need to specify what the principles 
mean in context and how they can be operationalized and evaluated.  
 To respond to this gap, the swissnex Network, foraus, and 
AI Commons launched the global campaign «Towards an Inclusive  
Future in AI» with foraus’ new Policy Kitchen methodology. This 
joint experiment resulted in 11 workshops in 8 countries, involving 10  
partner organizations and about 120 participants from a wide range 
of perspectives, who collaboratively generated 43 ideas for an in-
clusive future in AI. The preliminary output was presented at the AI 
for Good Global Summit 2019. This paper presents a more in-depth 
exploration of ideas and proposals on inclusion collected during the 
participatory process. 
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The Kitchen 

Policy Kitchen1 is a policy crowdsourcing methodology deve-
loped by foraus – Swiss Forum on Foreign Policy. It enables a  
diverse network of thinkers from Switzerland and abroad to find 
creative policy recipes to pressing foreign policy challenges. The 
methodology is built on a crowd innovation platform, physical  
workshops, and a support process to bring the best recipes to impact.  
 Policy Kitchen is public. Any person, irrespecti-
ve of background or location, can participate and contribu-
te ideas. To ensure a high level of expertise, we partner with  
experts and professionals of various sectors (science, govern-
ment, international organizations, civil society, business, etc).  
 The code for Policy Kitchen is made available as open-source 
software. We encourage and support other actors in using partici-
pative methods in their respective domains. Policy Kitchen has been 
made possible with the support of the Engagement Migros foundation.  
 The global campaign «Towards an Inclusive Future in AI» 
was initiated by foraus2, the swissnex Network3, and AI Commons4 
to address the need for concrete ideas on how to operationalize 
the principle of inclusion in the AI space. The kickoff was held at 
the World Summit on the Information Society (WSIS) hosted by the  

The Kitchen 
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International Telecommunications Union (ITU) in Geneva on  
April 22nd, 2019. Additional workshops were held in Bangalore, Berlin, 
Boston, Jaipur, Paris, San Francisco, São Paulo, Seoul, and Vienna 
throughout May 2019. The preliminary results were presented at the 
AI for Good Global Summit, hosted by ITU in Geneva on May 31st, 2019.  
 Over 120 people actively participated in the process. 
Following the general guidelines of «horizontal and vertical  
diversity», it included a broad range of perspectives - from policy  
makers, experts in academia and industry to professionals in culture, 
ethics, and law; from senior leaders to students and members of the  
general public. These participants collaboratively generated 43  
proposals. This material was clustered and reviewed for this  
publication with the help of a senior advisory board consisting of  
Jonathan Andrew (Geneva Academy), Amir Banifatemi (XPRIZE, 
AI Commons), Jan Gerlach (Wikimedia), Jessica Cussins Newman  
(Center for Long Term Cybersecurity, UC Berkeley), Brandie Non-
necke (CITRIS Policy Lab, UC Berkeley), Malavika Jayaram (Digital 
Asia Hub, Berkman Klein Center) and Livia Walpen (Swiss Federal 
Office of Communications). The full list of partners and contributors 
is presented in the final chapter of this publication. All contributions 
are public on policykitchen.com/inclusiveai. 
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The Starter
«Inclusion» in the global AI dis-
course  

«Our conclusion, through year-long research, 
visits to different places around the world, 
and discussions within the panel, is that in-
clusiveness is the best framework we have.» 
(Speaking about the UN report «The Age of 
Digital Interdependence»5) - Amandeep Singh 
Gill, UN High-level Panel on Digital Coopera-
tion6

Recent months have seen a surge of efforts by various actors to  
define strategies, principles and guidelines for the ethical use of 
AI. At least 90 such documents exist to date, most of which were  
published between 2018 and 20197. These include: 

• Initiatives by academic, think tank and civil society actors, such 
as the Asilomar AI Principles8, the Montreal Declaration for 
Responsible AI9, the Toronto Declaration10, or the Beijing AI 
Principles11;

The Starter



6

• Guiding principles by companies, for example by Google12, 
IBM13, Microsoft14 and others, as well as the Partnership on AI 
«tenets» which includes industry leaders alongside non-profit 
actors15;

• Standards projects such as the Ethically Aligned Design initia-
tive by the professional association IEEE16;

• Governmental reports or declarations, for example by France17, 
UAE18, Singapore19 or the UK20

• Documents by multilateral bodies such as the G721, G2022, 
OECD23, EU24 and UN25

Although the sheer number of documents may seem overwhelming, 
there appears to be a surprisingly high degree of global convergence 
at the level of ethical principles26. At the same time, such princip-
les remain very abstract and can be understood in various ways.27 
Furthermore, they are not always accompanied by clear guidance 
for operationalization and rarely propose any measurement and  
enforcement mechanisms beyond voluntary commitments.   
 The principle of «inclusiveness» is an interesting case in 
point. It is widely used across most high-profile «principles and  
guidelines» documents: The UN Secretary General’s High-Level  
Panel on Digital Cooperation mentions the principle 59 times on 
the 40 pages of their report The Age of Digital Interdependence28.  
Inclusiveness is also stated as a main goal of the G7, G20 and 
OECD principles and featured in several civil society initiatives and  
industry documents. Closely related principles such as «fairness», 
«equity», «diversity», «non-discrimination» and «shared prosperity»  
appear in many more documents.29 Taking these into account, we can 
safely assert that inclusiveness is one of only a few truly universally 
acknowledged principles in the current global debate on AI ethics.  
 Yet, a closer look reveals just how difficult it will be to 
translate the principle of «inclusiveness» into practice. First of 
all, different documents seem to apply it to very different scopes:  
Interpretations range from «non-biased algorithms» (e.g. in IBMs 
Everyday Ethics for Artificial Intelligence30) and «accessible» design 
(e.g. in Microsoft’s Guidelines for Responsible Bots31), to «diversi-
ty during the design and development stage» (e.g. in AI4people’s 
ethical framework32), «the active participation of, and meaningful 
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consultation with, a diverse community» (Toronto declaration33), 
a «multistakeholder governance approach» (e.g. in The Internet  
Society policy paper34) all the way to «inclusive growth» at the  
macroeconomic level (e.g. in the OECD’s Recommendation of the 
Council on Artificial Intelligence35). If such different meanings are  
attached to the same term in different contexts, the global «conver-
gence» of ethical principles may only apply at a rather superficial level.  
 Secondly, in most documents there is very little clari-
ty on the practical implications of the principle. For example, 
the European Commission‘s Ethics Guidelines for Trustworthy 
AI36, one of the most comprehensive documents to date, states 
that «we must enable inclusion and diversity throughout the  
entire AI system’s life cycle», and defines stakeholders as  
«those involved in making the products, the users, and other im-
pacted groups», including «society at large». But how exactly should 
any actor ensure the inclusion of society at large in every step of 
an AI system’s life cycle? Who exactly is society at large? What 
does this mean in practice, both for governments and companies?  
 In the absence of a universal definition and clear operatio-
nal guidelines, it remains hard to see how the aspiration of inclusi-
veness can be achieved in practice. Clarity on the operationalization 
of ethical principles such as inclusiveness is a necessary condition 
for any further next steps, including the creation of binding regula-
tions. Voluntary commitments to lofty principles may be an import-
ant start, but they will hardly suffice to ensure an ethical future.  
 As AI systems will almost certainly be interwoven into all 
aspects of human life, we provide data, collected through a global 
participatory process, on how civil society understands «inclusive 
AI». 2020 will be the year of multilateral institutions such as the 
OECD publishing practical recommendations based on principles 
agreed to in 2019. We hope that the present paper will help policy 
makers and practitioners grapple with the principle of inclusion by 
offering inspiration for practical steps. 

The Starter
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Main Course
Outputs from the global partici-
patory process  

On inclusiveness

«To make it inclusive, define inclusive.» - Lars 
Lünenburger, Policy Kitchen participant37 

Our bottom-up Policy Kitchen process has brought to light several 
critical issues and proposals for ways to address them. The first 
insight concerns the lack of a universal understanding dof inclusi-
veness. As one participant put it: «as discussions on inclusiveness 
often remain vague with respect to the term, it is impossible to  
assess whether the underlying «thing» is inclusive in the end.»38 
The range of interpretations that is apparent in the various official 
principles and guidelines is also reflected in the diversity of propo-
sals submitted to the Policy Kitchen. On the basis of this material, 
we were able to identify six clusters of shared meaning and scope 
among the various inputs. These clusters reflect what our partici-
pants from civil society think pertains to inclusiveness in AI, and we 
explore all of them more in depth in the remainder of this chapter:  

• Inclusive AI systems refers to the absence of bias against 
certain groups of people in algorithms and in underlying 
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data.
• Open access to data and algorithms refers to a more  

inclusive research, development and market environment 
by facilitating access for smaller players.

• User rights and transparency aims at balancing power and 
knowledge asymmetries between corporations and custo-
mers.

• Inclusive growth to balance out economic inequalities may 
arise from the technological change both within and  
between countries.

• Equal access to education, a precondition for inclusive 
growth.

• Inclusive governance refers to the process of defining and 
deciding upon norms and regulations. 

Given this range of possible meanings and scopes,  
actors referring to the principle of «inclusiveness» should  
always be explicit with their interpretation of the term.  
 There is also a lack of clarity about who exactly needs to be 
included. The Policy Kitchen process has revealed a very large stake-
holder landscape that may need to be considered: 

• Women39 
• LGBTQ people40

• People of different ethnicities41

• Youth42

• Elderly43

• People with disabilities44

• Customers/users45

• People affected by profiling systems, e.g. due to mental 
health or substance use disorders, criminal records, etc.46 

• Displaced workforce47

• People of different professions48 
• Academia49

• Economically marginalized groups50

• The «Global South»51

Main Course 
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• The environment52

This list is certainly not exhaustive. When operationalizing  
«inclusiveness», there is an apparent dilemma between remaining 
too vague - rendering the term essentially meaningless - and being 
too specific - risking to exclude stakeholder groups that are not 
made explicit, and/or dramatically increasing coordination costs.  
 Therefore, participants in our bottom-up process recom-
mend that clearer guidelines on how to identify relevant stakehol-
ders should be produced through «a global standard for inclusive 
processes»53 or within a «global AI inclusiveness manifesto that  
includes objectives, expected outcomes, and success metrics.»54 

Non-biased systems

«We risk losing the gains made with the civil 
rights movement and women’s movement 
under the false assumption of machine neu-
trality.» - Joy Buolamwini, Algorithmic Jus-
tice League55

In its most narrow understanding by our participants, the inclusive-
ness principle is interpreted as the absence of bias in AI systems. In 
a world where machines increasingly make or prepare decisions that 
will have real-life implications for humans - particularly in sensitive 
areas such as policing, justice, hiring practices and others - bias in 
algorithmic systems may systematically reproduce or exaggerate 
societal biases, and thus risk disadvantaging certain groups of peo-
ple. 

«In the life cycle of a model, lack of inclusion 
at different stages causes the model to de-
velop bias over the course of time.» - Pranav 
M B, Alpan Raval and JadejaDA, Policy Kitch-
en participants56

Our participants point out that if AI systems are trained on data-
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sets containing unknown biases, the future decisions made by these 
systems will produce more biased data, resulting in an amplificati-
on of the biases. Because such biases can enter the system at any  
given point in the life cycle of an AI system, a sole focus on the crea-
tion of inclusive training data would be too narrow. Therefore, it was  
suggested to implement checks at different stages of the life cycle 
that can identify the presence of such biases57. 

«Supporting greater diversity and inclusion in 
the development of AI systems is critical to 
ensuring these systems are built in ways that 
support all stakeholders.» - Brandie Non-
necke, CITRIS Policy Lab UC Berkeley

Another relevant area for our participants is the composition of 
the teams building AI systems58, and how this composition can  
influence design decisions and the presence of biases in those 
systems. If AI systems are designed by a relatively homogeneous 
group, they are more likely to have blindspots and contribute to 
unfair outcomes in their application. According to a recent study 
by the AI Now Institute, women and non-white ethnic groups are 
massively underrepresented in both industry and academia59.  
 Overall, the consensus among our participants and  
external experts seems to be that the promotion of greater  
diversity in the development stage of the AI lifecycle is benefici-
al because it would both reduce possible biases and enhance the  
diversity of the stakeholders. This could be achieved by esta-
blishing targeted education and training programmes towards  
segments of the population at risk of being excluded from AI develop-
ment (see education section below) and by developing monitoring 
and evaluation mechanisms that focus on the detection of algorith-
mic bias. Other solutions proposed by our participants include the  
development of AI sounding boards, where users report possible  
biases within algorithms, and the implementation of better feedback 
loops60 to facilitate the reporting of such incidents to AI developers. 

Main Course 



12

 In this regard, it may be interesting to keep in mind that 
some governments have already started to develop regulatory fra-
meworks to protect society from algorithmic discrimination. For 
example, Cédric Villani, the lead author of France’s AI strategy, 
proposes the introduction of discrimination impact assessments in 
the development of AI, «similar to the privacy impact assessments 
already made compulsory by General Data Protection Regulation 
for some data processing»61. Others, such as the US government, 
are looking at Algorithmic Accountability regulations «to conduct 
automated decision system impact assessments and data protec-
tion impact assessments»62. It has been recommended that such 
impact assessments be conducted by all government agencies when 
acquiring AI systems. For example, the report «Algorithmic impact 
assessments: A practical framework for public agency accountabili-
ty»63 published by the AI Now Institute highlights the importance for 
all government agencies to adopt practical frameworks to assess 
Automated Decisions systems and to ensure public accountability.  
 On a final note, several reviewers have pointed out that  
algorithmic bias is not always undesired - there are many applicati-
ons where some form of bias is deliberate. Properly identifying bias 
and making it transparent to users should thus take priority over 
avoiding it altogether.

Open access

«Inequalities tend to rise if this new knowl-
edge and power are concentrated in the 
hands of a few players.» - Victor Vicente, 
Policy Kitchen participant64

A second aspect of inclusiveness, as understood by Policy  
Kitchen participants, pertains to the level of access to data and 
AI technologies. Inequalities may be exacerbated where such  
access is limited. Open access has been recognized as a demo-
cratizing element in the digital economy and ultimately a driver 
of economic development well before the AI revolution65. It may 
become more salient, but also more complex, in the age of AI.  
 Big tech companies play an ambiguous role here. On the 
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one hand, they consolidate their market dominance with exclusive 
access to staggering amounts of data and proprietary algorithms. 
On the other hand, they contribute to the democratization of AI by 
publishing research, by offering open source machine learning plat-
forms such as TensorFlow66, and by providing open data portals (for 
example by Amazon67, Google68, Microsoft69 and IBM70). 

«In a scenario where we increasingly interact 
with different AI agents, how can we share 
knowledge between them?» - Rodrigo Scotti, 
Policy Kitchen participant71

Despite the growing number of services and data repositories, our 
participants noted that there is a lack of standardization across 
the industry that would improve knowledge sharing. This could be  
addressed through the creation of a universal protocol by an inter-
national committee that would allow AI agents to share datasets and 
training knowledge among each other without compromising users’ 
privacy.72 Standards should be applied not only to the exchange of 
data between AI agents but in general when public or private entities 
make their data pools available. In the case of public data sets, our 
participants highlighted the importance of following open standards 
which could be revisited and improved by the global community in 
open forums.73 At the same time, standards shouldn’t be a means 
for homogenization - these must allow for sector-specific customi-
zations that provide the necessary level of detail and data disaggre-
gation to effectively train the particular AI models of each sector.74 
Some participants went even further and proposed the creation of 
a global data repository that consolidates public and private data. 
They pointed out that beyond policy, this will require incentive  
mechanisms for private companies to open up their data in a  
commons75. Inspiration could be found in existing endeavors;  
based on work by the Open Data Initiative76, the UK government  
announced in early 2019 plans to invest up to £30m in a data trust  
programme77.  AI Commons78 is contributing to and advocating for open  

Main Course 
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access to AI technologies, quality and labeled data, and promoting 
collaboration between AI users and designers. Initiatives such as 
this may pave the way to global open access data repositories.

User rights and transparency

«There is one group excluded from AI  
processes, that is quite easy to oversee  
because they are using AI on a daily basis - 
customers.» - Leyla Sünnewold, Policy Kitch-
en participant79 

 
A third dimension of inclusiveness, as identified by our participants, 
concerns the power imbalance and knowledge asymmetries between 
users and AI service providers. To put users front and center, three  
themes emerged from our data: Data ownership, transparency, and 
choice.
 On data ownership, a participant suggested the 
creation of a decentralized marketplace for personal data, 
giving users power over where and how their data is used and  
monetizing the data they contribute to AI service providers80.  
 In regard to transparency, one participant suggested 
a product labeling system to alert individuals about the collec-
tion of personal data and use of machine learning, not unlike  
cookie consent banners in Internet browsers81. Others suggested to 
first design a research project82 testing the hypothesis that more  
algorithmic transparency would lead to greater consumer trust 
and loyalty. Strong evidence in that area may indeed lead compa-
nies to disclose more about the inner workings of their offerings. 
 To get inspiration for AI transparency schemes, «useful  
insights can be drawn from the really innovative and creative design 
work that has stemmed from efforts to make privacy policies more 
succinct and comprehensible for the general public with the launch 
of the EU’s General Data Protection Regulation (GDPR),» commen-
ted Jonathan Andrew from the Geneva Academy.
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«In Europe, we now have informed and free 
choice of cookies. We should provide no less 
for explicit and implicit AI standards.» - Oli-
ver Hoffmann, Policy Kitchen participant83

On choice, participants highlighted the fact that a single standard is 
unable to reflect the diversity of worldviews among people and sug-
gested a multi-staged process to develop AI systems reflecting mul-
tiple worldviews84 and to allow for diversity and competition among 
AI standards, while letting users freely choose among them85. This 
is because, like Google Search, any AI systems come with embedded 
values and standards that stem from the worldview and culture of 
their builders. These systems, in turn, have the potential to transfer 
a particular worldview onto their users, like making them associate 
the word «apple» first and foremost with the company rather than 
the fruit.

Inclusive growth

Several contributions to Policy Kitchen look at inclusiveness from a 
more holistic perspective, akin to the notion of «inclusive growth» in 
documents such as the OECD Principles on Artificial Intelligence86 or 
«Shared Prosperity» in the Asilomar Principles87. 

«The US and China account for at least 75 
percent of the cloud computing market and 
as much as 90 percent of the market capital-
ization value of the world’s 70 largest digital 
platform companies.» - UN Digital Economy 
Report 201988

If the digital economy holds the promise for a more equitable 
growth and shared prosperity, its effects have rather proved the 
contrary so far. Instead of spreading widely, wealth creation has 
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16

been highly concentrated in the hands of a few companies in the 
US and China, with the rest of the world, especially countries in 
Africa and Latin America, trailing considerably further behind.  
 To promote a more inclusive future in AI, our participants 
proposed two initiatives that involve specific redistribution sche-
mes. The first, called «AI for Good Global Investment Fund»89, would  
mandate that successful AI businesses allocate 2-3% of their  
profits to a common fund. Any individual, startup, or company could 
then apply for funding with ideas referring to the use of AI towards 
the realization of the Sustainable Development Goals, providing  
incentives for more people to develop AI for good. The fund would 
be governed by a multistakeholder board of directors comprised of 
impacted populations and public interest lawyers. «This initiative  
resonates well and could work with the AI for Good Global Summit 
and related industry funds,» says Amir Banifatemi from XPRIZE, 
founder of AI Commons.

«Even highly qualified work could be endan-
gered by the progress of AI and automati-
zation. Unemployment, however, can lead to 
social problems like high rate of criminality, a 
radicalization of the population and social  
unrest.» - Miras Issayev, Amir Agovic & Cem-
sid Tunc, Policy Kitchen participants90

A second initiative proposes to create a special government  
budget91 fed by a tax on major AI industries. The idea would be to 
allocate the collected funds towards research and development, for 
example around emerging professions and skills, and the creation 
of new training and education centers for the displaced workforce. 
Although the exact impact of AI on unemployment continues to be 
debated, scientists agree that AI will at least be able to replace a 
lot of technological tasks, particularly in the service sector, where  
data-based pattern recognition may supersede human experience 
in many areas. One of our participants therefore proposed a set of 
rules to protect human labour92 involving a form of universal basic 
income. 
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Education

«The education in the field of computer  
science is not appropriate for our times.»  
- Jendrick Ulfig, Policy Kitchen participant93 

Almost one quarter of submitted ideas touch upon the subject of 
education. Access to relevant knowledge and skills is seen as a  
necessary condition to participate in an economy increasingly driven 
by AI technologies - both to empower consumers and to make the 
labor force ready for the digital transformation. 

«Providing learning opportunities that are 
tailored toward young people so that they 
can learn about AI will be critical, especially 
in that we should consider in many countries 
youths face increasing difficulties in finding 
long-term employment.» - Jonathan  
Andrews, Geneva Academy

At the most basic level, participants urge governments to ensure 
universal access to computer science education at all levels of the 
existing school system. A key challenge will be training qualified 
teachers and professors in the first place94. It may require opening  
lateral entry pathways to teaching95. Improving educational met-
hods and more flexible education systems was seen as equally  
important as merely increasing the amount of computer science tea-
ching. This may include a stronger focus on applied knowledge (e.g. 
block teaching, project weeks) and interdisciplinarity (e.g. STEAM  
programs)96. For inclusive outcomes, particular attention is neces-
sary to make such curricula accessible and attractive to female  
students as well as minorities and economically disadvantaged 
groups97. 

Main Course 
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«There is an ever-growing digital divide  
between different generations of our society 
resulting in the exclusion of older citizens.» 
- Max Richter, Policy Kitchen participant98

Beyond school education for children and youth, participants 
also mentioned the importance of upskilling and reskilling  
programs for adults, particularly in those sectors most at 
risk of labor displacement in the AI revolution. In their view,  
governments should analyze skills gaps and target educational  
programs accordingly99, or implement universally accessible  
«life-long learning» programs100. Finland101, Singapore102 and the 
UAE103 are among the few countries that have launched program-
mes aimed at providing AI education to the general population.   
 Implementing such reforms to the educational system at 
the pace of technological development will be a daunting task for 
any government. While some participants proposed tax mechanisms 
to support public education, others advocated for public-priva-
te partnerships and civil society initiatives to supplement govern-
ment efforts. One such idea is the creation of collaborative learning  
networks focused on AI with links to local schools104. They could be 
federated into a global umbrella organization providing coordination 
and funding105. More accessible AI education programs like AI4All106, 
AI Saturdays107 or Elements of AI108 are already taking shape and 
may inspire similar initiatives in other countries. 

«Maximize knowledge generated by young  
innovators and institutions in the Global 
South to enrich our global agenda on AI in 
diversity and inclusion, and minimize the AI 
divide.» - Niousha Roshani, Policy Kitchen 
participant109

Arguably, the biggest challenge to inclusiveness on a global level 
is bridging the North-South «AI divide»110. AI talent is still highly 
concentrated in a handful of countries. This is not only problema-
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tic with a view on inclusiveness in the AI core community, but also 
risks aggrandizing economic disparity between richer and poorer 
nations. Participants thus urged for investments in AI education 
in developing countries111, measures to identify and foster young  
talent in such countries, as well as building and strengthening 
bridges between AI communities in the Global North and Global 
South112. Such efforts are sparse but growing: Several African uni-
versities are running AI programs. ICLR 2020 in Addis Ababa will 
be the first major international AI conference hosted in Africa.  
Google and Microsoft just opened  their first African AI labs this 
year. While much of the Southern AI talent is likely to seek work in 
western countries, there is hope that the fast growth of venture 
capital flowing into African tech (~750m in 2018, a 300% increase 
within a year113) will also generate work opportunities locally. Simi-
lar trends are discernible in Latin America114 and Southeast Asia115.  
 In a conversation focused on challenges for inclusiveness in 
AI, it is easy to forget that AI also holds great potential for level-
ling access to education worldwide, for instance by providing virtual 
learning environments with smart content and intelligent tutoring 
systems adapted to the needs of students.116 

Inclusive governance

Finally, many participants underlined the importance of inclu-
sive governance systems - the processes used to define and  
implement norms. Their contributions suggest that it is import-
ant to issue ethical norms to foster inclusiveness in AI, yet inclu-
siveness might itself be jeopardized by non-inclusive processes 
to design such norms. Given the concentration of the technical 
and policy communities surrounding AI in a handful of countries, 
as well as the limited gender and racial diversity within these 
communities, the question of how to design inclusive governan-
ce in the first place is paramount - particularly at the global level.  
 While some were sceptical of the idea of creating speciali-
zed governance bodies for AI given existing governance mechanisms 
in related domains117, many were of the opinion that some form 
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of intergovernmental organization would be necessary to ensure  
inclusive governance118. At the intergovernmental level, such a body 
would have to be designed in a way that ensures developing countries 
are not left out in the decision-making process119. So far, relatively 
narrow intergovernmental bodies like the G7, EU, OECD and G20 are 
spearheading AI governance efforts, while bodies with a more com-
prehensive membership such as the International Telecommunica-
tions Union (ITU) have not yet published AI principles or guidelines. 

«Members States should establish indepen-
dent working groups, which will include all 
levels of their societies.» - Evelyn Shi & Clem-
ens Denner, Policy Kitchen participants120

In any case, institutions based on national representation do not 
guarantee the inclusion of diverse interests at the sub-national  
level. Participants proposed models of inclusive working groups to 
inform national positions121 and even the use of an «inclusive process 
standard» that could be applied by governments in intergovernmen-
tal bodies122. 

«Too often it is assumed that knowledge and 
expertise only flow in one direction.» - Jessi-
ca Cussins Newman, Center for Long-Term 
Cybersecurity 

There is also the option of direct multistakeholder participation in  
international fora. This may take the form of soft interfaces between 
policy and «grassroots» communities, as outlined in the proposal to 
create a «DAO AI Fellowship»123. Some participants called for apply-
ing the public crowdsourcing approach that led to the Brazilian Civil 
Rights Framework for the Internet, yet on a larger scale124. The EU AI 
Alliance is an example of a deliberative multistakeholder forum infor-
ming AI governance at the intergovernmental level. It is important to 
keep in mind that such approaches, while offering avenues to anyone 
for voicing concerns and preferences, do not ensure equal represen-
tation of different interest groups, nor do they provide them with 
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 actual decision making power. Models providing such powers to specific 
stakeholder groups, like the International Labor Organization (ILO), 
will face the challenge of defining which stakeholder groups should 
be entitled to voting rights and which should not for the case of AI.  
 In a recent foraus paper125, the authors outlined such  
models in greater detail for the case of the International Panel of AI 
(IPAI) initiated by France and Canada, and proposed following the 
stakeholder escalator framework of the International Risk Gover-
nance Council (IRGC). In this model, different levels of stakeholder 
inclusion would apply to different issues, depending on the level of 
uncertainty surrounding those issues. 

«In order to preserve an environment inclu-
sive for different and dissenting views of the 
world, we should mandate that there is com-
petition and diversity among AI standards.»
- Oliver Hoffmann, Policy Kitchen partici-
pant126

Finally, while many participants were in favor of working towards a 
single binding ethical framework for AI systems with a global sco-
pe, some pointed out that full consensus is unlikely and that inclu-
siveness is better assured with a diversity of competing standards 
- under the condition that such standards be made transparent and 
subject to choice by consumers127. 
 

Main Course 
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Dessert  

In the following, we summarise the key takeaways from this global 
Policy Kitchen process.

1. There is a surprising level of convergence on the level of core 
principles for an ethical trajectory of AI across over 90 documents 
issued by a range of actors globally. Inclusiveness is almost universally 
accepted as a guiding principle. However, a closer look reveals great 
divergence in the comprehension of this term. This divergence was 
also apparent in the proposals submitted by the participants. The 
process identified a number of interpretations of the term, as well as 
a long list of actors involved. Participants urged for a clear definition, 
including the scope of application and success metrics, in any norm 
using the term.

2. In its most narrow sense, inclusiveness in AI pertains to non-bia-
sed algorithms. Many corporations already have internal guidelines 
for minimizing algorithmic bias and some governments are working 
on laws requiring the assessment of algorithms for bias and impact. 
Policy Kitchen participants proposed applying bias assessments at 
all stages of the life cycle of AI systems, the creation of reporting 
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mechanisms and a number of ways to increase diversity in the AI  
research and development communities.

3. A slightly broader interpretation of inclusiveness pertains to 
open access to data and source code, which, if available, would help  
level the playing field between bigger and smaller players. Partici-
pants proposed the establishment of open standards for sharing data 
and the creation of data pools / data trusts.

4. Inclusiveness was also understood as pertaining to the power 
relationship between corporations and consumers, warranting mea-
sures to strengthen consumers’ rights, transparency and choice. Par-
ticipant’s proposals included labelling AI products, privacy measures, 
as well as giving monetary value to user data through the creation of 
data marketplaces.

5. In its broadest meaning, inclusiveness was understood as  
«inclusive growth» or «shared prosperity» - the idea of having all parts 
of society benefit from the economic advantages of and minimising 
inequities caused by AI technology. Participants proposed a range of 
measures, from voluntary commitments by corporations to reinvest 
part of their profits in a fund for the achievement of the Sustainable 
Development Goals with AI, to government-led redistribution sche-
mes and regulations protecting human labor.

6. Equal access to education was seen by a large number of parti-
cipants as a crucial component for inclusiveness on any of the above 
levels. It was pointed out that this does not only pertain to children 
and youth, but also the elderly, professions threatened by automa-
tion, as well as any potential user of AI systems. Participants explored 
several ideas to reform educational systems, provide lifelong learning 
opportunities and open access to knowledge. They also highlighted 
the fact that special measures need to be taken to improve access 
to and uptake of AI education for women, disadvantaged groups and 
citizens of developing countries. 

Dessert  
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7. Finally, the principle of inclusiveness was understood as applying 
to the governance process. It is hard to imagine inclusive outcomes if 
the process of setting norms itself is not inclusive in nature. Focus-
sing on models for global governance, participants proposed several 
options ranging from classic intergovernmental bodies to more agile 
«crowdsourcing» approaches using digital deliberation, as well as soft 
measures for knowledge transfer between «grassroots» and «policy 
maker» communities. 
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